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Abstract

Intersection types, as any adequate model of the λ-calculus, provide an equational theory
on terms, that we dub type equivalence. We study the proof technique to syntactically
characterize type equivalence. To do so, we explore an easy setting, namely weak head
type equivalence, which is the equational theory induced by weak head non idempotent
intersection types. We prove a folklore result: weak head type equivalence coincides with
Sangiorgi’s normal form bisimilarity. The crucial part of this characterization is to show that
terms that are not normal form bisimilar are not type equivalent: we do so by separating
pairs of un-bisimilar terms via multi types.

The presentation slightly differs from previous works by Breuvart et al. in that we do
not need to introduce term approximants, solely relying on modern coinductive program
equivalences.

1 Introduction

Intersection types, developed to study the theory of programming languages, are at the in-
tersection between operational and denotational techniques. While only a certain subset of
terminating programs are typable in a simple type system, all terminating programs are typable
in an intersection type system. Building on this characterization (intersection typable programs
are exactly terminating programs), intersection type system may give syntactic presentations of
denotational models [Ronchi Della Rocca, 2018, Bono and Dezani-Ciancaglini, 2020].

Non idempotent intersection types, here referred to as multi types, have been especially suc-
cessful syntactic presentations of the relational model, both in Call-by-Name (CbN) [Bucciarelli
et al., 2007] and Call-by-Value (CbV) [Ehrhard, 2012]. In this work we focus on another variant,
namely Weak Head Call-by-Name (further restricting head reduction to forbid reduction under
lambdas).

Instead of relating a type system with denotational semantics, we will investigate the
operational aspect of multi types by syntactically characterizing the equational theory induced
on terms by multi types. Such a characterization is already known for CbN: Böhm tree
equivalence exactly represents the equational theory induced by idempotent intersection types
[Ronchi Della Rocca, 1982] and by non idempotent intersection types [Breuvart et al., 2018].
Both developments introduce term approximants to carefully define the syntactic program
equivalence that will match the equational theory induced by the type system. Following modern
presentations of coinductive program equivalences [Sangiorgi, 1994, Lassen, 1999], we shall avoid
introducing approximants.

Program Equivalences & Normal form bisimilarities. Contextual equivalence is hard
to use to prove program equivalences but it is very natural: two programs are contextually
equivalent if they behave the same in every possible environment. Normal form bisimilarities
have been introduced to proficiently provide proofs of contextual equivalence between programs.
Contrarily to the extensional procedure of contextual equivalence, normal form bisimilarity is
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an intensional equivalence, that compares the structure of the terms’ (possibly infinite) normal
forms.

The normal form bisimilarity of interest here is Sangiorgi’s normal form bisimilarity, denoted
'wh. It is obtained from the study of bisimulations in the π-calculus and the translation of the
λ-calculus into π [Sangiorgi, 1994]. Later, Lassen related this bisimilarity, there called weak
head normal form bisimilarity, to Lévy-Longo tree equivalence [1999].

Weak Head Multi Types. Adequate intersection types for weak head call-by-name evalua-
tion were first introduced in an idempotent setting by Dezani-Ciancaglini et al. [2004] and then
refined quantitatively by Bucciarelli et al. [2017]. We shall use the latter presentation, via multi
types defined later in Section 2. The quantitative aspect will play a crucial role, as explained in
Section 3.

Type Equivalence. Given an intersection type system, one can define what we call here type
equivalence 'type, which is the equational theory induced by the model syntactically represented
by the type system. Two terms are type equivalent if they are typable by exactly the same
pairs of typing contexts and types. While it is easier to prove type equivalence than contextual
equivalence on certain pairs of terms, it is still quantified universally and, unlike normal form
bisimilarities, does not provide a straightforward proof technique. Type equivalence is included
in contextual equivalence, but this inclusion is in general strict.

In the case of weak head multi types, type equivalence 'type does not validate well-known
examples of equations validated by contextual equivalence 'C (that are also examples of
incompleteness for Sangiorgi’s normal form bisimilarity): xλy.xy 'C xx but xλy.xy 6'type xx
(and xλy.xy 6'wh xx) [Abramsky and Ong, 1993, Sangiorgi, 1994].

This Work. Our main result is that type equivalence induced by weak head multi types
coincides with Sangiorgi’s normal form bisimilarity. This characterization is not surprising and
probably folklore for experts of the topic. We split the equivalence proof in two directions:

NF Bisimilarity Type Equivalence
Derivation Transfer

Type-Böhm Out

Derivation transfer shows that normal form bisimilar terms are typable by the same pairs of
typing contexts and types (in fact, using very much the same derivations). Type-Böhm out
technique provides an explicit construction of a pair of a typing context and a type separating
two terms that are not normal form bisimilar. It is similar to the separation construction of
Breuvart et al. [2018] and is reminiscent of the well-known Böhm out technique (where from two
terms that are not normal form bisimilar, one builds a context separating them for contextual
equivalence) [Barendregt, 1984].

An interesting consequence of this theorem is an alternative proof of the fact that Sangiorgi’s
normal form bisimilarity is included in contextual equivalence. Such a proof is not usually trivial
and requires some work [Lassen, 1999].

Coinduction vs. Approximants. There are various related works on characterizing syntac-
tically the equational theory of a model, we mention some in the next paragraph. To the best of
our knowledge, characterizations regarding intersection types all mention term approximants.
Approximants are an inductive way to look at infinitary behaviors and were the core of the
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original definition of Böhm trees. Coinduction is a more modern way to define infinitary com-
putation and it is particularly successful in defining modern program equivalences like normal
form bisimilarity.

Related Work. Our construction is fairly similar to Breuvart et al. [2018] where a similar
result is proved for head reduction and the appropriate multi types, but for the fact that we
consider weak head reduction. We follow their simplification of the proof by introducing a
countable number of ground types, which allows to easily separate terms.

For idempotent intersection types, a syntactical characterization of the equational theory
behind CbN types was made by Ronchi Della Rocca [1982] using principal types–the syntactical
program equivalence is the same as Breuvart et al. [2018].

Recent work on CbN idempotent intersection types by Polonsky and Statman [2022] discuss
uniqueness typings to separate terms up to βη equivalence. It would be interesting to see if
their results generalize to normal form bisimilarity.

Future Work. This work was mostly done to get familiar with the proof technique. The
next step is to work it out in call-by-value to be able to syntactically characterize Ehrhard’s
call-by-value relational semantics [2012]. Preliminary results containing only derivation transfer
are already available on arXiv [Accattoli et al., 2023].

Relating all these program equivalences to contextual equivalence is also of interest. As we
have mentioned above, both weak head type equivalence and Sangiorgi’s normal form bisimilarity
distinguish strictly more than contextual equivalence. Boudol relates normal form bisimilarity
and contextual equivalence restricted to the image of the CPS translation [2000]. We would like
to see whether it is possible to directly relate weak head type equivalence and that restriction of
contextual equivalence.

2 Weak Head Reduction & Multi Types

Weak Head Reduction We focus on a specific reduction of the lambda calculus, weak head
reduction, a variant of head reduction that does not reduce under lambdas.

Terms Λ 3 t, u, s ::= x | λx.t | tu Weak Head Ctxs E ::= 〈·〉 | Et

Weak head reduction, denoted→wh, is the closure of the beta rule (λx.t)u 7→β t{x�u} under
applicative weak head contexts. In essence, all→wh reduction are of the shape (λx.t)u s1 . . . sk →wh

t{x�u} s1 . . . sk for k ≥ 0.
Normal forms are exactly characterized by the following grammar, separating normal forms

into rigid terms and abstractions:

Rigid Terms r, r′ ::= x | rt Weak Head Normal Forms w,w′ ::= λx.t | r

Weak Head Multi Types. We follow the definitions of multi types for weak head reduction
as designed by Bucciarelli et al. [2017], recalled in Fig. 1.

Multi Types. Multi types M are finite multisets of linear types L that are either base types
?k or arrow types M ( L. In the original presentation of Bucciarelli et al. [2017], there are
distinct ground types and an abstraction types ]: we unify both for simplicity. Note that there is
a countable number of distinct base types, following Breuvart et al. [2018] to simplify separating
terms by types.
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Linear Types L,L′ ::= ?k |M ( L k ∈ N
Multi Types M,N ::= [L1, . . . , Ln] n ≥ 0

x : [L] ` x :L
ax

∅ ` λx.t :?k
λk

Γ, x :M ` t :L
Γ ` λx.t :M ( L

λ

Γ ` t : [Li]i∈I ( L′ (Γi ` u :Li)i∈I I finite

Γ ]∆ ` tu :L′
@

Figure 1: WH multi types.

Results about Multi Types. Intersection types are mostly known for the fact that typability
exactly captures normalizable terms. This system is no exception, as a term is typable in WH
if and only if it is weak head normalizable.

Theorem 2.1 (Characterization of Termination). A term t is typable in WH iff t→∗wh n where
n is a weak head normal form.

Historically such a proof for idempotent intersection types is obtained by reducibility
arguments but one can avoid this proof technique if considering multi types. The main
selling point of multi types, the non idempotent variant of intersection types, is to obtain
quantitative results from typing judgments. The most famous example is the following statement
of quantitative subject reduction, that allows to show that any type of a term is stable by
reduction, and the derivation of the reduct will be of a strictly smaller size. The size of a
derivation |π| is its total number of rules.

Proposition 2.2 (Quantitative Subject Reduction, Bucciarelli et al. [2017]). If π . Γ ` t :L
and t→wh t

′ then π′ . Γ ` t′ :L with |π′| < |π|.

From quantitative subject reduction, it is typical to deduce (without reducibility arguments!)
that the intersection type system is correct, i.e. all typable terms are normalizing. For the
converse implication to hold, thus completing the characterization of termination, one can easily
deduce it from (quantitative) subject expansion but the quantitative argument plays no role
in that proof. Quantitative arguments are also sometimes taken a step further, introducing
alternative type systems that exactly measure the length of the reduction sequence to normal
forms [Accattoli et al., 2018].

The Equational Theory Induced by Multi Types. In this work, we focus on the program
equivalence induced by multi types. Indeed, multi types induce a model, that we shall not
discuss here, and every model induces an equivalence relation on terms (by relating terms with
the same interpretation in the model). We introduce the type preorder, that exactly rephrases
the (in)equational theory induced by weak head multi types.

Definition 2.3 (Type Preorder). We define a preorder on terms based on their type derivations:

• t -type t′ if for all Γ,M such that there exists π : Γ ` t :M then there exists π′ : Γ ` t′ :M .

• Type equivalence is defined by symmetry: t 'WH t′ iff t -type t′ and t′ -type t.

It is easy to check that -type is indeed a preorder (reflexive and transitive). Furthermore
by subject reduction and subject expansion it is invariant by →wh and adequate. As it is also
stable by contexts, the type preorder satisfies the usual definition of an (in)equational theory
[Barendregt, 1984, Barendregt and Manzonetto, 2022].
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Proposition 2.4. The type preorder enjoys the following properties:

1. Adequacy: if t -type t′ and t is →wh-normalizing then t′ is →wh-normalizing.

2. Monotonicity: if t -type t′ then ∀C,C〈t〉 -type C〈t′〉.
As a direct corollary, the type preorder is included in the contextual preorder, of which we

omit the definition here.

3 A syntactic characterization of type equivalence

In this section, we recall the definition of Sangiorgi’s normal form (bi)similarity and show the
correspondence with the type preorder.

First, from a relation R on terms we define its closure on rigid terms as 〈R〉nf . Formally,
〈R〉nf is defined, by induction, as the smallest relation including the three following rules:

x 〈R〉nf x
r 〈R〉nf r′ t R u

rt 〈R〉nf r′u
t R u

λx.t 〈R〉nf λx.u
Definition 3.1 (Weak head normal form simulation). A relation on terms R is a weak head
normal form (whnf) simulation if for all t, t′ such that t R t′ either t does not →wh-terminate, or
t →wh-reduces to a normal form w and t′ →wh-reduces to a normal form w′ such that w 〈R〉nf w′.

Whnf similarity, noted -wh, is defined, by coinduction, as the largest whnf simulation.

The definition here is slightly different than Sangiorgi’s and Lassen’s well-known presentations
[1994, 1999] as we make explicit an inductive definition for rigid terms, via 〈R〉nf .

Type equivalence exactly matches normal form bisimilarity. Now, we characterize
exactly the type preorder by whnf similarity, i.e. -wh=-type. We call correctness -wh⊆-type,
the easy part, and completeness -wh⊇-type, the difficult part.

Correctness via Derivation Transfer. We shall first show correctness and we do so via
the following derivation transfer proposition. It says that if two terms are whnf similar, then
any type derivation of t immediately transfers to t′. We show such a result via induction on the
size of the derivation. A crucial ingredient is that subject reduction does not increase the size of
the derivation, otherwise the induction argument would not work. The quantitative aspect of
the subject reduction proof is therefore crucial and justifies the need of multi types.

Proposition 3.2 (Derivation Transfer). Let R a whnf simulation. If t R t′ and there exists a
derivation π : Γ ` t :M then there exists a derivation π′ : Γ ` t′ :M .

We deduce correctness, i.e. -wh⊆-type, easily from derivation transfer.

Completeness via Type-Böhm Out. To prove completeness, i.e. that -type⊆-wh, we will
use coinduction. We first show that -type is a whnf simulation, which implies it is included in
the largest whnf simulation, namely whnf similarity -wh.

Separating terms with types. We prove by contrapositive that the type preorder is a whnf
simulation: if two terms are type different after one step of simulation then there exists a typing
context and a type that separates them before the simulation step. Broadly, if t 6-wh u then
there exists Γ, L such that Γ ` t :L but Γ 6` u :L. We can explicitly show how to build such
a pair (Γ, L), not featured here for lack of space, and we shall present this construction on
examples during the talk.
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